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Figure 1. This figure highlights situations where pedestrians with limited mobility levels cross streets (A, C, D). These examples were
identified using open-vocabulary detection models. (B) shows how street-level videos can contain valuable information regarding traffic
lights.

Abstract

Over the past decades, improvements in data collection
hardware coupled with novel artificial intelligence algo-
rithms have made it possible for researchers to understand
urban environments at an unprecedented scale. From lo-
cal interactions between actors to city-wide infrastructural
problems, this new data-driven approach enables a more
informed and trustworthy decision-making process aiming
at transforming cities into safer and more equitable places
for living. This new moment unfolded new opportunities
to understand various phenomena that directly impact how
accessible cities are to heterogeneous populations. Specifi-
cally, sensing localized physical interactions among actors
under different scenarios can drive substantial interven-
tions in urban environments to make them safer for all. In
this manuscript, we list opportunities and associated chal-
lenges to leverage street-level multimodal sensing data to
empower domain experts in making more informed deci-
sions and, ultimately, supporting a data-informed policy-
making framework. The challenges presented here can mo-

tivate research in different areas, such as computer vision
and human-computer interaction, to support cities in grow-
ing more sustainably.

1. Introduction
In the complex system of urban public spaces, diverse

actors, i.e., pedestrians, cyclists, and drivers, interact in
dynamic ways. Understanding these interactions has long
been a goal of various fields ranging from transportation to
social sciences. Computer vision methods opened new hori-
zons for fine-level understanding of these dynamics by al-
lowing scalable analysis of multimedia datasets. However,
accessibility-related challenges have often been overlooked.
Assistive devices such as wheelchairs, walkers, and canes,
which are crucial to many urban dwellers, have not been
well represented in standard benchmarks like semantic seg-
mentation or object detection. This oversight leaves a sig-
nificant gap in how urban environments are understood and
designed for inclusivity. Recent developments, however, of-
fer promising new avenues to address these gaps. Open-
vocabulary object detection (OVD) models are emerging as
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a powerful tool to enhance inclusivity in computer vision
tasks. Unlike traditional models limited by predefined cat-
egories, OVDs have the potential to detect and describe a
far broader range of objects, including assistive devices. As
represented in Figure 1, these models can quickly identify a
set of cases where low-mobility pedestrians are interacting
with urban intersections.

In tandem, high-performance models for action recog-
nition and pose estimation now allow researchers to track
the behaviors and interactions of pedestrians with remark-
able detail. These models, capable of identifying actions
like walking, sitting, and running, offer critical insights into
how pedestrians navigate the urban landscape, especially in
scenarios where they interact with other actors, such as cy-
clists or vehicles. Multimodal data, including machine lis-
tening models, further enrich our understanding of urban
dynamics by providing complementary information such as
sound cues. Acoustic localization algorithms, which lever-
age microphone arrays, enable precise spatial mapping of
sound events, enhancing the contextual understanding of
city spaces.

Together, these advancements in both machine learning
algorithms and hardware technologies are opening new op-
portunities to capture the fine-grained interactions that oc-
cur in urban environments. We are now able to leverage
large datasets representing interaction among urban actors
under different scenarios and analyze common patterns of
specific populations, such as users of assistive tools, to pro-
pose interventions that aim to make these spaces safer and
more accessible for underrepresented groups. These de-
velopments, however, also bring challenges that will likely
drive research in areas such as computer vision and human-
computer interaction in the coming years.

Building on our work deploying multimodal street-level
sensors for large-scale data collection, we explore how the
combination of audio and video data collected at the street
level can offer deeper insights into urban accessibility and
human behavior. In the sections that follow, we identify
the key opportunities and challenges ahead, emphasizing
the unique affordances that street-level multimodal datasets
provide over traditional approaches.

2. Related Work
Several efforts aim to collect multimedia urban data and

use this data to reassess and build safer, more equitable, and
more accessible urban spaces. Different research commu-
nities have studied and analyzed urban environments for
decades using various approaches. However, large-scale
urban multimedia datasets have only recently been made
publicly available. Focusing on sound, SONYC [1] allows
for a city-wide longitudinal understanding of human activ-
ity based on audio events. This dataset motivated several
custom-made tools for efficiently exploring such modality,

like Time Lattice [2] and Urban Rhapsody [3]. Moving
forward, initiatives like StreetAware [4] and AIWaysion1

combine several modalities, including video, audio, and Li-
DAR, to support experts interested in understanding fine-
grained dynamics of pedestrian activity, including crossing
patterns. It is in the context of the experience of building
the StreetAware dataset that this piece reports opportunities
and challenges to leverage video and audio data to explore
urban dynamics.

3. Opportunities
In this section, we elaborate on the opportunities we en-

vision for extracting useful information from recent audio-
visual datasets, such as StreetAware. We start by indicating
its advantages over other types of data and then show how
it can be used to improve pedestrian safety under various
scenarios.

3.1. Affordances of Audio and Video

Aerial versus Street-Level. As previous works present [5],
aerial imagery can greatly support vehicular flow analysis.
However, given its distance from objects of interest, we
miss granular details that can enhance our comprehension
of the scene. Pedestrian movement patterns, gait informa-
tion, sidewalk materials, and street-level signal information
represented in traffic lights are missed in this kind of data
but are present in street-level imagery. This information is
crucial to identify scenarios where pedestrians with disabil-
ities are using different urban spaces. Enabling the auto-
matic identification of classes related to pedestrians with
disabilities (e.g., wheelchair and walker users) can support
researchers in summarizing cases where these citizens are
present and, therefore, understanding the common charac-
teristics of these actors while interacting with various urban
regions.

LiDAR versus RGB Video. LiDAR is a powerful technol-
ogy that users laser imaging to quickly record data and con-
vert build three-dimensional point clouds. This technology,
however, still presents weaknesses for the work we want to
accomplish in urban environments.

The dataset from Toronto-3D [6] is an example of com-
prehensive LiDAR data collection; it covers one kilometer
of a road in Toronto, Canada and includes a dense point
cloud with manually labelled segmentation of interesting
features, such as road, building,and utility line.

The authors of Toronto-3D, however, have pointed out to
know issues of the dataset involving moving cars. For our
research purposes, the motion of vehicles is crucial to ex-
plore the interaction between motorized and non-motorized
actors in cities. With multiview RGB video data, we can
track moving vehicles and easily compute direction of mo-

1https://www.aiwaysion.com
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tion, speed, and how close these vehicles are to other agents.
These metrics are necessary for accurate time-to-collision
calculations, which often serve as proxies to dangerous ur-
ban encounters.

Audio. Video and LIDAR data can be key to reconstruct-
ing digital representations of urban environments. They are,
however, limited to reconstructing what is in their field-of-
view. With audio data and audio detection models (such as
YAMNet [7]), we can ”expand” the field-of-view of these
sensors. Events like an emergency vehicle approaching
an intersection at high speed can benefit from audio de-
tection, as the model would point out to these out-of-sight
events to enrich data analyses that would otherwise be lost
to limited field-of-view video data. This modality enables
analysis aiming to understand the reaction time of differ-
ent groups to out-of-sight events, which can support urban
planners in creating tools to increase spatial awareness of
groups of pedestrians with lower mobility levels. Further-
more, audio localization techniques can support the visual-
ization of spatial locations where drivers more often need to
use attention-grabbing strategies, such as car honks. These
can highlight spaces where interventions, like reducing the
speed limit or improving signaling, can reduce the proba-
bility of accidents.

3.2. Movement Analysis
Personal smart devices, such as smartwatches and smart-

phones, often measure people’s movements throughout the
day, reporting health metrics relevant to a person’s well-
being. These data range from number of daily steps av-
eraged in a week to heart rate throughout sleep. The data,
collected by personal devices, are private and belong to the
individuals themselves (in section 4.3 we discuss challenges
surrounding privacy).

Figure 2. Distribution of pedestrian density over an entire video.
Crowds are known to reduce the speed of pedestrians crossing the
streets. Adapting traffic light timing based on pedestrian speed can
be achieved by leveraging street-level RGB videos.

To extract similar movement data at large-scale in ur-
ban environments, we forego such personal devices and de-

ploy our own cheap, multimodal sensors. Advancements in
deep learning this past decade now allow for human pose
prediction models [8–11]. With our RGB video data, we
use such models to extract large-scale collections of two-
dimensional poses of people on the streets. Using multiple
of our multimodal sensors recording from different views,
we can then reconstruct people and capture their movements
in the three-dimensional space. We then extract metrics of
people’s movements patterns, such as speed of movement,
direction, and gait. For gait, for instance, we can measure
distance between consecutive steps and the double support
(DS) time. DS time is the phase of the gait cycle where
both feet are on the ground, allowing for greater stability
and control of direction [12]. Increased DS and large DS
variability have both been associated with higher fear of
falls and risks of falling [13, 14]. Therefore, we find that
measuring gait of people accurately and at large scale in ur-
ban environments allows for urban planners to prepare and
adapt the current infrastructure to benefit people of all mo-
tor skills.

This type of granular gait data also opens the opportu-
nity to explore how people move in different weathers, ob-
stacles, and pavement materials. Project Sidewalk [15] has
developed a crowd-sourced, scalable data collection of side-
walk accessibility information using street-view images.
CitySurfaces [16] automatically detects, computes, and seg-
ments different pavement materials of sidewalk from street-
level images. Our work can complement these two works
with the extraction of granular gait pattern of pedestrians.
By combining the pavement materials, accessibility issues
of sidewalks, and the gait data collected by our multimodal,
street-level sensors, experts can now study at large-scales
the movement pattern of individuals with distinct mobility
levels on, for instance, sidewalks with surface problems dur-
ing rainstorms. These opportunities of data analyses high-
light the role of urban planners and experts to better prepare
our cities to accommodate different movement abilities in
diverse (often adverse) environmental conditions and side-
walks with a range of accessibility issues.

3.3. Adaptive Signal Timing
Our proposal can open many pathways to interesting fu-

ture developments. With the advancement of Artificial In-
telligence and faster network connectivity, street-level mul-
timodal sensors can be integrated into the traffic system.

Audio. Detecting audio events allows for a more dynamic
and responsive traffic management, where, for instance, if
the sensor hears an emergency vehicle siren approaching
the intersection, it can safely adapt traffic and pedestrian
crossings to allow for faster response time and reduce the
chance of any unnecessary harm at the intersection.

RGB Video Data. With high-resolution cameras, we can
monitor traffic light signals by extracting accurate traffic
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light cycle timing information. This new feature permits in-
depth analysis of traffic management systems, crossing pat-
terns, and vehicular flow at intersections. Street-level mul-
timodal sensors can, in the future, be integrated with traffic
management systems to allow pedestrians, especially those
with lower mobility, to wait less and to cross the intersection
with enough time. Using the aforementioned techniques to
reconstruct gait patterns and to identify assistive tools corre-
lated with lower mobility levels, such an intelligent system
could leverage this information as a proxy for the presence
of low-mobility actors to adapt traffic light times.

4. Challenges
4.1. Expert in the Loop

Making these data useful for a diverse and non-technical
community of domain experts is not trivial. Allowing these
experts to directly interact with the data is an important step
towards empowering them to make more informed deci-
sions. However, extracting meaningful information from a
mass of complex and large data is a difficult task. Therefore,
designing intuitive visual analytics systems able to summa-
rize and underline important details contained in the data is
a must. These systems should, among other things, support
cross-modal and interactive queries, requiring specialized
data management infrastructure. Furthermore, tailored vi-
sualizations to enable the interpretation of different streams
containing audio, visual, and derived metrics should be ad-
equately tested against the target audience to assess their
usability.

4.2. Optimal Deployment
We have, for now, a finite number of sensors which can

record one hour uninterruptedly. This poses a significant
bottleneck in our data acquisition. We have continuously
worked to improve these sensors, including higher camera
resolution, longer battery life, and more resilient to extreme
weather. In order to obtain meaningful metrics of popu-
lation with different abilities, the sensors need to be care-
fully placed around the city. We expect that by selecting
neighborhoods with distinct socioeconomic conditions and
selecting locations near schools, hospitals, and assisted liv-
ing houses, our studies will more likely represent people
with different crossing abilities. We also expect to high-
light inequities in people’s movement patterns around the
city. Some of these might include longer crossing wait times
for pedestrians, more honks and higher decibel levels of
noise, and poorer infrastructure and accessibility (such as
lack of appropriate signage and crosswalk paint) for under-
resourced communities. We also will guide the deployment
by the occurrence of traffic violations and accidents around
the city. We aim to use publicly available data from NYC
Open Data to identify such landmarks and study which ar-
eas have a greater risk of harm that should be prioritized for

sensor deployment.

4.3. Privacy
Our work entails recording hours of human behavior in

urban environments. Often, the metrics we are interested
in exploring involve outliers and anomalies. These can
range from pedestrians crossing while distracted by their
cellphones to cars violating traffic signaling. We have taken
the steps of anonymizing the video data by blurring faces
and anonymizing the audio data by deleting recognizable
speech. This might prove insufficient with the general popu-
lation, as they can rightfully be skeptical of such data collec-
tion in public spaces and might behave differently due to the
presence of sensors in their surroundings. Additionally, fur-
ther study is needed to understand whether two-dimensional
and three-dimensional poses can provide personally iden-
tifiable information. Thus, implementing a citizen science
agenda to better understand the general population’s percep-
tion of privacy-preserving concerns will be useful in guid-
ing future deployments and communication strategies.

5. Conclusion
In this paper, we presented a set of opportunities the

democratization of large-scale street-level multimodal data
will enable over the next few years. Together with these,
a set of challenges needs to be addressed to efficiently and
responsibly support domain experts and policymakers in de-
veloping equitable and accessible regulations to support the
safety and inclusion of every individual in the urban envi-
ronment.
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